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Abstract— Recently, convolutional neural network (CNN) has
attracted tremendous attention and has achieved great success
in many image processing tasks. In this paper, we focus on
CNN technology combined with image restoration to facilitate
video coding performance and propose the content-aware CNN
based in-loop filtering for high-efficiency video coding (HEVC).
In particular, we quantitatively analyze the structure of the
proposed CNN model from multiple dimensions to make the
model interpretable and optimal for CNN-based loop filtering.
More specifically, each coding tree unit (CTU) is treated as
an independent region for processing, such that the proposed
content-aware multimodel filtering mechanism is realized by
the restoration of different regions with different CNN models
under the guidance of the discriminative network. To adapt the
image content, the discriminative neural network is learned to
analyze the content characteristics of each region for the adaptive
selection of the deep learning model. The CTU level control is
also enabled in the sense of rate-distortion optimization. To learn
the CNN model, an iterative training method is proposed by
simultaneously labeling filter categories at the CTU level and
fine-tuning the CNN model parameters. The CNN based in-loop
filter is implemented after sample adaptive offset in HEVC,
and extensive experiments show that the proposed approach
significantly improves the coding performance and achieves up
to 10.0% bit-rate reduction. On average, 4.1%, 6.0%, 4.7%,
and 6.0% bit-rate reduction can be obtained under all intra,
low delay, low delay P, and random access configurations,
respectively.
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I. INTRODUCTION

THE block-based compression framework has been widely
adopted in many existing image/video coding standards,

e.g., JPEG [1], H.264/AVC [2], AVS2 [3] and High Efficiency
Video Coding (HEVC) [4]. However, the block-based predic-
tion and quantization [1], [2], [4] in these existing compression
framework will introduce the discontinuities along the block
boundary, error information around texture contour, as well
as the loss of high frequency details, which correspond to
the blocking, ringing and blurring artifacts, respectively. The
strengths of these artifacts are important determinants of video
quality. Therefore, in-loop filtering plays a significant role
to promote the reconstruction quality of decoded video, and
the majority of state-of-the-art in-loop filtering algorithms are
investigated with such purpose.

To suppress the blocking artifacts in video coding,
the in-loop deblocking filters are investigated over the past
several decades [3], [5]–[9], the philosophy of which mainly
lies in designing low-pass filters to restrain the blocking
artifacts by adaptively smoothing the boundary pixels. More-
over, the strength of deblocking filtering can also be deter-
mined by comparing the discontinuities between adjacent
block boundaries with certain thresholds. The deblocking
filters are originally applied for 4 × 4 block boundaries in
H.264/AVC [2], [6]. The advanced deblocking filter is then
designed in HEVC [4], [5], which is able to accommodate the
quad-tree block partition process. Although deblocking filters
can reduce the blocking artifacts efficiently by smoothing the
boundary pixels, its application scope is restricted due to the
design philosophy that only boundary pixels are processed
while inner ones within a block have been largely ignored.
Obviously, it is difficult to be applied in handling other kinds
of artifacts (e.g., ringing and blurring). To compensate the
artifacts induced by block-based transform and coarse quanti-
zation, several novel in-loop filtering methods such as sample
adaptive offset (SAO) [10], adaptive loop filtering (ALF) [11]
and image denoising based method [12]–[17] were investi-
gated, all of which could efficiently remove the artifacts and
obtain better coding performance.

Recently, deep learning (DL) [18], especially CNN, has
been bringing revolutionary breakthrough in many tasks such
as visual and textural data processing. Deep learning based
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image restoration and denoising methods [19], [20] have also
achieved state-of-the-art performances. Regarding image and
video coding, which tend to become intelligence originated as
well, DL based coding tools have been widely investigated,
e.g., in the end-to-end image compression framework [21],
sub-pixel interpolation [22], [23], inter-prediction [24], in-loop
filtering [25], [26].

In this work, we aim to achieve the content-aware in-loop
filter via the multiple CNN models and the corresponding
discriminative network to well adapt to images with different
content characteristics. In summary, the contributions of this
paper are summarized as follows.

• A fully convolutional network architecture with inception
structure [27] is analyzed and designed to enhance the
quality of the reconstructed frame in video coding. With
the proposed CNN structure, a content-aware loop filter-
ing scheme based on multiple CNN models is proposed
for high efficiency video coding.

• We employ the discriminative network to adaptively
select the CNN model for each CTU. As such, the content
adaptive selection of the appropriate filtering parameter
is casted into a classification problem and solved with the
data-driven DL approach.

• We investigate an iteratively training strategy to learn
the multiple CNN models, which achieves simultaneous
learning of the near-optimal model parameters as well as
the content category. Extensive validations provide useful
evidence regarding the effectiveness of the proposed
approach.

The remainder of this paper is organized as follows.
Section II elaborates the related work of the in-loop filter-
ing technique and CNN based image restoration methods.
Section III makes quantitative analysis on the proposed single
CNN architecture. In Section IV, we present the proposed
content-aware in-loop filter based on multiple CNN models.
Extensive experimental results are reported in Section V.
In Section VI, we conclude this paper.

II. RELATED WORK

In this section, we briefly review the previous work related
to the proposed approach. In particular, the existing in-loop
filtering algorithms in the current video coding standards are
firstly discussed, following which we detail the CNN based
image restoration methods.

A. In-Loop Filtering in Video Coding

The quality degradation of the reconstructed video results
from the lossy video compression framework. In particular,
various kinds of artifacts are introduced in the block-based
transform coding framework. To alleviate those kinds of
distortions in the compression process, many in-loop filtering
approaches have been studied to enhance both the objective
and subjective quality. In this manner, better prediction effi-
ciency can also be provided in the predictive video coding
framework, in which previously filtered frames are used to
predict the current one. Existing in-loop filtering techniques
can be summarized from the following aspects.

• Deblocking Filter. Due to the quantization of block-
based coding, the prediction error cannot be completely
compensated. Therefore, the discontinuity often appears
along the block boundaries, especially under low bit-
rate coding circumstances. The design philosophy of
deblocking filter [28], [29] is low-pass filtering the
block boundaries to smooth the jagged and discontin-
uous edges or boundaries. Hence, deblocking filter has
been adopted as a core coding tool since the video
coding standards H.263+ [3], [5]–[9]. For low bit-rate
video coding, Kim et al. [29] proposed an algorithm
with two separate filtering modes, which are selected
by pixel behavior around the block boundary. Recently,
deblocking algorithms [30], [31] with higher flexibilities
were also presented to determine the filter strength by
content complexity estimation instead of boundary-pixel
thresholds.

• SAO and ALF. The deblocking filters cannot adequately
restore the quality degraded frame, since the inner pixels
have been ignored in the deblocking process. In view of
this, more in-loop filtering algorithms such SAO [10] and
ALF [11] were proposed, which potentially take all pixels
within each CTU into consideration. SAO belongs to the
statistical algorithm, and the key idea is to compensate
for the sample distortion by classifying the reconstructed
samples into different categories. Inspired by Wiener
filter theory [32]–[34], ALF aims to minimize distortions
between the original and reconstructed pixels and trains
the low-pass filter coefficients at the encoder. The coeffi-
cients are further transmitted to the decoder. To reduce the
overhead of filter coefficients, temporal merge mode [35]
and geometry transformation [36] were further investi-
gated to boost the coding performance of ALF.

• Image Prior Models. The natural image statistical
modeling has also pushed the horizon of in-loop
filtering techniques. Krutz et al. [37] utilized the high
order compensated temporal frames to improve the
quality of the current coding picture. Zhang et al. [14]
proposed a low rank based in-loop filter model which
estimates the local noise distribution for coding noise
removal. Ma et al. [13] investigated the non-local prior
of natural images to generate GSR for collaborative
filtering. To reduce the cost of transform coefficients
by smoothing the residuals in JEM, Galpin et al. [38]
modeled the errors induced by the clipping process
and designed component-wise clipping bounds for each
coded picture. Zhang et al. [39] explored a near optimal
filtering mechanism for high efficiency image coding by
iteratively labeling each pixel with near-optimal filters.

B. CNN for Image Restoration and Compression

Recently, efforts have been devoted to CNN based image
restoration, which has been proved to achieve the state-of-the-
art performance [40]. Zhang et al. [19] proposed a deep CNN
approach with residual learning for image denoising. In [41],
CNN was employed for ill-posed inverse problems in medical
imaging. It is also shown that CNN models also achieved obvi-
ous quality enhancement for JPEG compressed images [20].
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Fig. 1. Illustration of (a) network structure for depth analysis, N equals 7, 8, 9, 10, 11; (b) network structure of different connection unit types, each connection
block is replaced by the four connection units in Fig. 2; (c) the proposed single CNN structure, which is the parameter reduction version of (b) with no
performance degradation.

In addition to image restoration, preliminary yet very promis-
ing progress has been made in CNN based image/video com-
pression [25], [26], [42], [43]. It has been incroporated into
various modules in the hybrid video coding framework [22],
[44]. To enhance the inter-prediction accuracy in video coding,
Yan et al. [22] utilized a shallow CNN model for half-
pixel interpolation. Post-processing methods for reconstructed
video were explored in [25] and [43], all of which utilized
CNN for quality enhancement outside of the coding loop.
More specifically, Dai et al. [25] proposed VRCNN model
as post-processing for HEVC intra coding. Yang et al. [43]
investigated quality enhancement CNN (QE-CNN) under very
low bit-rate coding configuration and achieved significant
quality enhancement. The IFCNN [42], which firstly utilizes
the CNN as the in-loop filtering for video coding. However,
the unseparated training data and test data in [42] may result
in a lack of generalization ability. Moreover, the CNNs could
also be deployed for the view synthesis and restoration of
immersive media content [45]. In [26], a spatial-temporal
residual network (STResNet) was integrated into HEVC for
in-loop filtering for coding performance enhancement.

III. PROPOSED SINGLE CNN MODEL

In this section, we provide the designation philosophy and
multi-dimensional analysis for the detail architecture of our
proposed single CNN model. First, the extensive analysis for
network depth is provided. Second, the connection unit type
of CNN model is analyzed with respect to the aforementioned
network depth, where the inception structure with variable ker-
nel size is adopted. The performance of the proposed unit out-
performs the other connection units proposed in [25] and [46].
Finally, we propose the single CNN model by reducing the
number of parameters with no performance degradation on
the top of the analysis.

A. Network Depth Analysis

In general, the DL community shares the common and
simple philosophy that the deeper of the network, the better

performance can be achieved, especially for the high level
vision tasks [47], [48]. However, in the low-level problems
such as image restoration and in-loop filtering, the depth
should be determined by the network structure and specific
application. To better understand how the depth of network
influences the in-loop filtering performance, we conduct the
empirical analysis to explore the network performance with
different depths. We design several sets of plain networks with
different depth (N) which are composed of a stack of convo-
lutional (conv.) layers and Rectified Linear Unit (ReLU) [49]
as activation function (except for the last layer), as illustrated
in Fig. 1. It should be noted that there are 64 channels for the
first N − 1 layers for feature extraction and 1 channel for the
last layer to reconstruct the image. In particular, the N-layer
fully conv. network could be formulated as follows.

F0(X)= X, (1)

Fi (X)= ReLU(Wi ∗Fi−1(X)+bi), i = 1, 2, . . . , N −1 (2)

FN (X)= WN ∗ FN−1 + bN + X, (3)

where X is the input patch, and Wi and bi denote the weights
and bias of the i -th conv. layer respectively. The ∗ represents
conv. operation. In particular, it should be noted that there is
no pooling layers in the restoration model since the pooling
may cause irreversible loss of information which damages the
reconstructed quality.

Within our analysis, it is worth mentioning that for fair
comparison, except for the various depth of these networks,
we control all other variables, including the training set, patch
size, training hyper-parameters and hardware environment to
be identical. Without loss of generality, we set quantization
parameter (QP) to be 37 in our analysis. We first compressed
the BSDS-500 dataset [50] using HEVC with QP=37 then
randomly selected 380 images for training, 10 images for
validation and the remaining for testing. Each image is par-
titioned into 38 × 38 patches with stride 22 for training
and validation. Additionally, we deploy the trained model to
recover the HEVC-compressed test images. The restoration
ability of networks with various depth is shown in Table I,
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TABLE I

AVERAGE RESTORATION GAIN (dB) OF DIFFERENT
NETWORK DEPTH (N )

Fig. 2. Different connection unit type: (a) dropout_3 × 3_5 × 5:
variable kernel size for inception with dropout; (b) dropout_3×3_3×3: iden-
tical kernel size for inception with dropout; (c) identity_3×3_5×5: variable
kernel size for inception with identity connection; (d) identity_3 × 3_3 × 3:
identical kernel size for inception with identity connection. It should be noted
that the product in each subfigure denotes the concatenation operation.

from which we could learn that the networks with depth from
seven to eleven conv. layers have similar restoration ability.
However, the network of nine layers outperforms the others
with little margin. Hence, we choose the depth of network to
be nine in our model.

B. Proposed Connection Units

We illustrate the proposed connection unit as well as three
typical types of connection units from literatures in Fig. 2,
all of which contain inception structure. The major difference
for such four connection units lies in the kernel size of
inception structure and the residue connection type between
the input and output of the unit. Regarding the designation
of connection unit type, three major factors are considered
during designation. The first design philosophy is inspired
by the inception structure [27] which introduced the variable
conv. kernel size for different branches to extract variable-
size features. Second, following [51], relatively small receptive
fields (3 × 3 and 5 × 5) are adopted within our model for
more non-linearity. In addition, we further deploy the residue
connection [47] from the input to realize residual learning,
such that convergence speed during the training stage can be
accelerated.

As shown in Fig. 2(a), our proposed connection unit has
3 × 3 and 5 × 5 conv. kernels for two branches respectively.
Subsequently, the two branches are concatenated before out-
put (we deployed same padding mechanism for the conv.
to guarantee the consistent spatial resolution as the input
such that concatenation could be easily realized). Meanwhile,
the dropout connection is deployed between the input and
output of the unit (we define dropout probability to be 1).
The same kernel size (both 3 × 3) is utilized for two branches

TABLE II

AVERAGE RESTORATION GAIN dB OF FOUR DIFFERENT TYPES
OF CONNECTION UNITS IN FIG. 2

in Fig. 2(b). For Fig. 2(c) and (d), the kernel sizes for
conv. layers keep the same as Fig. 2(a) and (b) respec-
tively. The only difference is the residue connection becomes
identity connection (shortcut) between input and output of
each unit.

To validate the effectiveness of proposed connection units
against the other three different types, we conduct comparisons
for the restoration ability of the four different connection
types. For the fair comparison as in the previous stage, all
other variables are controlled except for the connection type.
The network depth is set to be 9 according to previous
analysis. As depicted in Fig. 1(b), each connection block is
replaced by the aforementioned units for restoration ability
comparison. The average PSNR gain of four models could
be found in Table II. It is clear that our proposed connection
unit type shows the best restoration ability in terms of PSNR
gain. Hence, this category of analysis shows the efficiency of
proposed connection unit type.

C. Parameter Reduction

Based on the previous two categories of quantitative com-
parisons, we have demonstrated that the network described
in Fig. 1(b), which is with depth of 9 and the multi-scale
inception structures (dropout_3 × 3_5 × 5 connection unit
type) can achieve the highest restoration performance.

However, since there are too many parameters and feature
maps in the optimal choice (64 channels for each layer),
there must be redundant kernels and it is not appropriate to
utilize excessive number of parameters for the in-loop filtering.
Hence, it is urgent and necessary for us to reduce the number
of parameters to achieve similar restoration performance. We
first reduce the number of feature map channels from 64 to
32 in each branch of droppout_3 × 3_5 × 5 unit and re-train
the model. It is worth noting that there is no max pooling in
our single CNN model since the max pooling operation will
lose the information and make it difficult for signal restoration.
Subsequently, the locations of first two dropout_3 × 3_5 × 5
units are changed into the 1st and 3rd layer. Finally, the 4th
dropout_3 × 3_5 × 5 unit in Fig. 1(b) is reduced into single
3 × 3 conv. layer to further reduce the number of conv. kernel
parameter. Hence, the structure of the proposed single CNN
model is shown in Fig. 1(c).

Analogous to the previous two subsections, in this analysis,
we also control all other variables and the only difference is
the network structure in Fig. 1(b) and Fig. 1(c). We plot the
restoration performance with different iterations for the two
models in Fig. 3. When evaluating the restoration performance
on the testing images, we could observe that the parameter-
reduced version (green curve in Fig. 3) only has negligible
performance loss comparing with the original optimal model
in Fig. 1(b) (red curve in Fig. 3).



JIA et al.: CONTENT-AWARE CONVOLUTIONAL NEURAL NETWORK FOR IN-LOOP FILTERING 3347

TABLE III

PARAMETER SETTINGS OF THE PROPOSED CNN MODEL

Fig. 3. Performance comparison with/without parameter reduction.

IV. CONTENT-AWARE CNN BASED IN-LOOP FILTERING

In this section, the proposed content-aware in-loop filtering
based on CNN is detailed, as shown in Fig. 4. In particular,
the CNN model applied for each CTU is derived totally
adaptive according to CTU content. As such, better coding
performance can be achieved with the locally adaptive in-loop
filtering. First, the network architecture of a single CNN model
for in-loop filtering is presented. Subsequently, the detailed
network configuration of each layer and the hyper-parameters
during training are presented. Due to the inherent limitation
of single CNN model, the multiple CNN model based in-loop
filtering is proposed to adapt different texture characteristics.
To optimally select the appropriate CNN model, a discrimina-
tive network is learned to infer the CNN model for each CTU.
Moreover, to simultaneously learn the network parameters and
model category, an iteratively training mechanism is further
introduced.

A. From Single Model CNN to Multiple Model CNN

The network architecture of the proposed single CNN model
is shown in Fig. 5. To provide a more intuitive interpretation
of the single model, the network configurations for each conv.
layer are illustrated in Table III. The sliding step (stride) value
is 1 pixel for each layer. To maintain the resolution consistency
before and after each conv. layer, zero padding is utilized. In
particular, the padding is 1 pixel for 3 × 3 conv. layers and
2 pixels for 5 × 5 conv. layers respectively. Each conv. layer
adopts ReLU for non-linearity activation except for the last
conv. layer (Eqn.(3)).

1) Single CNN Model Training: We utilize the BSDS-
500 dataset for our single CNN model training. All images in
BSDS-500 are compressed by the standard HEVC1 (HM-16.9)
with common test condition (CTC) in all intra (AI) config-
uration. To distinguish different quality levels, the networks

1The HEVC-compressed BSDS-500 dataset for training is provided at
http://jiachuanmin.site/Projects/CNNLF/TrainingData/

TABLE IV

HYPER-PARAMETERS SETTING FOR SINGLE CNN MODEL TRAINING

are individually trained in terms of different QP intervals.
In particular, we train the optimal CNN models for each
QP interval by employing all the training data compressed
with every QP in the corresponding interval. Specifically, each
QP interval contains 5 consecutive QP values. For simplicity,
we utilize the smallest QP value to denote the corresponding
QP interval in this paper. During inference, the model is
selected by mapping the QP value of current slice to the
closest QP interval, i.e., when the QP of current slice is 25,
then the model of QP=22 is used. The total dataset is splitted
into two folds: 380 randomly-selected images for training and
20 images for validation. To generate the training samples for
single CNN model, all compressed images are cropped into
38 × 38 small patches with stride 22.

Here, let (xi , yi ) denote the i -th training sample, where xi is
the HEVC compressed patch and yi denotes the corresponding
pristine one. Therefore, the objective function of the CNN
training is to minimize the Euclidean-loss function,

Ł(�) = 1

N

N∑

i=1

||�(xi |�)− yi | |22 + β||�||22, (4)

where � encapsulates the weights and biases of the network
and �(xi |�) denotes the single CNN model. Moreover, L2
norm regularization term in Eqn.(4) is introduced to prevent
overfitting during training, and β is the penalty factor. The
first-order gradient based method Adam [52] is chosen to
optimize the objective function, which is able to adaptively
adjust the gradient and updating the results for each parameter.

The widely adopted DL framework Caffe [53] is utilized
to train our models. Hyper-parameter settings of our proposed
single CNN model are listed in Table IV. The progressive
training methodology is adopted during training. Specifically,
we first train the model for interval QP=37 completely from
scratch and use it as the initialized network parameters to train
the model for smaller QP intervals, etc. The base learning rate
(base_lr) is set to be 0.1 for QP=37 while 0.01 for other QP
intervals. The hyper-parameter Gamma is the degradation fac-
tor for base learning rate, which implies that the learning rate
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Fig. 4. The framework of the proposed content-aware CNN based in-loop filtering within the hybrid coding framework of HEVC.

Fig. 5. Network structure of the proposed single CNN model where the droppout_3 × 3_5 × 5 unit has two separate branches with 3 × 3 and 5 × 5 kernel
size respectively.

discounts 50% every 15 epochs (Step size) during training. The
Momentum and Momentum2 are two hyper-parameters for
Adam when adaptively calculating gradients during training.
During the network training process, we first train the model of
each interval with a fixed learning rate (base_lr) for 50 epochs
and then use stepping learning rate (base_lr starts from 0.1)
for another 50 epochs until its convergence.

2) Drawbacks of Single CNN: For each CTU, the rate-
distortion (R-D) performance of the in-loop filtering can be
expressed as follows,

JCT U = �DCT U + λR, (5)

�DCT U = D�
CT U − DCT U , (6)

where D�
CT U and DCT U denote the distortion after and before

CNN based in-loop filtering,�DCT U is the distortion variation
after the CNN based in-loop filtering, R indicates the coding
bits for signaling the loop filter control flag, and the Langrange
multiplier λ controls the tradeoff between rate and distortion.
As such, the performance of the loop filtering is reflected
by JCT U , and lower JCT U indicates better restoration perfor-
mance. In Fig. 6, the quality variation map is illustrated, where
both quality improvement and degradation can be observed.
It is obvious that one single model is not able to handle the
diverse content in a frame, and there are also some areas
suffering from performance loss with the single CNN model.

To address this issue and improve the adaptability of the
in-loop filtering, we propose an advanced in-loop filtering
technique with multiple CNN candidate models. As such,
each CTU can adaptively select the optimal CNN model to
achieve better restoration performance. To offline learn the
CNN models, an iterative training scheme is proposed. More
specifically, the training samples can be classified into several

Fig. 6. Illustrations of the limitations of a single CNN model. Green CTUs
indicate performance improvement after filtering, and red ones correspond to
performances loss after filtering.

categories in a data-driven manner, leading to the multiple
CNN models that cover a wide range of content characteristics.
In order to derive the appropriate model for each CTU at both
encoder and decoder sides, a discriminative network is adopted
to infer the optimal CNN model, such that explicitly signaling
of the model index can be also avoided.

B. Discriminative Network for Model Selection

The discriminative network (Discrimnet) for CNN model
selection is implemented based on a light-weighted modifica-
tion of Alexnet [48]. The network structure of Discrimnet is
depicted in Fig. 7. More specifically, there are 5 conv. layers
(variable receptive fields, 11×11, 5×5 and 3×3) and 2 max-
pooling layers with kernel size 3×3. Batch normalization [54]
is also used after each pooling layer for faster convergence.
The numbers of feature map for each conv. layer are 96,
96, 192, 192, 128. It should be noted that we add ReLU
as the activation function after all conv. layers and fully
connected (fc) layers (except for the last fc layer). The stride
value for four conv. layers are 4, 2, 1, 1 and there is no padding
for the first two layers. More details regarding the descrimnet
can be found in Table V.
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TABLE V

PARAMETER SETTINGS OF THE DISCRIMNET

Fig. 7. The network structure for the discriminative neural network (N denotes the number of multimodels). The conv. kernel size and the corresponding
channel number (non-fc layer) or vector dimension (fc layer) are listed in the bottom.

Discrimnet takes each CTU as the input and produces
an N-dimension feature vector (i.e., (α1, α2, . . . , αN )) for
classification, where N denotes the number of CNN models.
To choose the best model from the candidate ones, softmax
operation ( f (αi ) = eαi∑N

j=1 α j
, i = {1, . . . , N}) is then applied

for each element of the N-dimension feature vector. And
optimal CNN model is determined by the index of largest
element after softmax. With the help of Discrimnet, the model
selection is casted into the classification problem and solved in
a data-driven manner. The training details of Discrimnet will
be introduced in the next subsection.

C. Multimodel Iterative Training Mechanism

To obtain the multiple CNN models, a novel training
scheme is proposed to iteratively optimize the CNN model
parameters and model categories simultaneously. The initial-
ization process of the proposed training mechanism is firstly
introduced, which includes the single CNN model training,
quality ranking of the restored images, and the fine-tuning.

• Single CNN Model Training. An initial single CNN
model is first trained with the training data from BSDS-
500, as described in Section III-A.

• Quality Ranking of the Restored Images. The learned
single CNN model is used to restore all training samples
generated from the BSDS-500 dataset. The quality differ-
ence in terms of peak-signal-noise-ratio (PSNR) before
and after single CNN filtering is calculated as follows,

�ψi = ψ̄i − ψi , (7)

where ψ̄i denotes the PSNR value of the i−th training
sample xi after single CNN model filtering, and ψi

denotes the PSNR before filtering. As such, all training
samples can be ranked by �ψi in the descending order.

• Fine-Tuning. To generate N initialized multimodels,
the ranked training samples are equally partitioned into
N-folds. Each fold of the partitioned training samples
is utilized to fine-tune the single CNN model. The
hyper-parameters for fine-tuning remain the same as
the single CNN model training. Hence, we can obtrain

Algorithm 1: Iterative Training Mechanism
Input: Initialized N CNN models, training samples (xi ,

yi ) generated from BSDS-500, iteration time K .
Output: N fine-tuned models.
m = 0;
while m < K do

for i in all training samples do
Filtering xi with each CNN model;
Obtain Idx(xi ) according to Eqn.(8);
Label xi with index Idx(xi ) for training sample
clustering;

end
for j from 1 to N do

Generate the j−th fold of training samples by
clustering samples with same index Idx(xi );
Fine-tune and update the j−th model with j−th
fold of clustered training samples;

end
m = m + 1;

end

N initialized CNN models after the convergence of the
fine-tuning process.

As such, we can obtain the N initialized CNN filter models,
based on which each training sample can be labeled with an
index,

Idx(xi) = arg max
j

[�ψ j ], j = 0, . . . , N − 1. (8)

The index Idx(xi) denotes the appropriate CNN model that
should be choosen to accommodate the content characteristics
of xi . It is also worth mentioning here only the distortion
is considered as the coding bit in R-D optimization can be
regarded as the constant when using different selected CNN
models.

1) Iterative Training Mechanism: Based on the initializa-
tion process, the proposed iteratively training mechanism is
achieved by fine-tuning the multiple CNN models and labeling
the index simultaneously within each iteration. The algorithm
is summarized in Algorithm 1.



3350 IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 28, NO. 7, JULY 2019

TABLE VI

SYNTAX ELEMENT DESIGN OF THE PROPOSED IN-LOOP FILTER

TABLE VII

HYPER-PARAMETERS SETTING FOR DISCRIMNET TRAINING

More specifically, in each iteration, the N CNN models are
fine-tuned by the adaptively partitioning the training samples,
such that the fine-tuned models can be optimized with different
texture characteristics. After the iterative training process,
the corresponding N CNN models can be obtained.

2) Training Discrimnet: Different from CNN models train-
ing, the Discrimnet adopts uncompressed color image dataset
(UCID) [55] to generate training samples. UCID contains
1, 328 images, and we randomly choose 1, 200 for training
and the remaining for validation. Again, all the test images
are first compressed by standard HEVC intra coding and then
cropped into 64 × 64 small patches. The compressed images
and the corresponding labels derived in Eqn.(8) are used for
training the Discrimnet. To train the Discrimnet, we directly
adopt the stepping learning rate strategy, starting from 0.1 with
a degradation factor 0.1 for every 10 epochs. The hyper-
parameter settings for Discrimnet are listed in Table VII.

D. Syntax Element Design for CTU Control Flag

To ensure the optimal performance in the R-D sense,
the syntax element control flags in CTU-level and frame-level
are particularly designed for the proposed in-loop filtering. For
CTU-level control, a flag is added for each CTU to enable the
proposed in-loop filtering to provide better local adaptation,
i.e., CTU_MMCNN_on[i ] for the i -th CTU. In particular,
when the rate-distortion performance of the filtered CTU
becomes better, the corresponding control flag is enabled,
indicating that the proposed in-loop filtering is applied to this
CTU. Otherwise, the flag is disabled and the proposed scheme
is not applied to this CTU. After the determination of all the
CTUs in one frame, the frame-level RD cost reduction for
each color channel is calculated as

Jc = Dc + λRc, J̄c = D̄c + λR̄c, (9)

where Dc and D̄c indicate the frame-level distortion before and
after the proposed in-loop filtering, respectively. Rc and R̄c

denote the coding bits of the two scenarios, and λ is the
Lagrange multiplier. If Jc > J̄c, the frame-level flag is enabled,
indicating that the proposed in-loop filtering is applied to
the current frame. As such, the corresponding frame-level
and CTU-level control flags are signaled into the bitstream.
Otherwise, the frame-level flag is disabled, and the CTU-level
control flags will not be further encoded.

Considering both the coding efficiency and complexity,
we propose to adopt the CTU-level control for luminance
component and frame-level control for chroma components
in the proposed scheme. The syntax element structure of the
control flags is shown in Table VI. All of the frame-level flags
are encoded within the slice header of the bitstream after
the syntax elements for SAO, and the CTU-level flags are
embedded into each corresponding CTU syntax. It should be
noted that if the frame-level flag for luma channel is false,
we do not send the CTU flags anymore since the filtering for
the entire frame is switched off.

V. EXPERIMENTAL RESULTS

To validate the efficiency of the proposed scheme, we inte-
grate the proposed content-aware in-loop filtering into the
HEVC reference software HM-16.9. In this section, both
objective evaluations and subjective visualizations are firstly
provided, and the BD-rate [56] performance of proposed
method is illustrated and compared with other CNN based
in-loop filter algorithms. Subsequently, the encoding and
decoding complexity as well as the run-time GPU memory
bandwidth usage are presented. Finally, we present the impact
of frame-level syntax by empirical analysis.

A. Testing Conditions

The Caffe [53] library is integrated into HM-16.9 to perform
the in-loop filtering with the CNN models. More specif-
ically, the proposed in-loop filtering is incroporated after
SAO process. The multiple CNN models are applied in the
luminance channel only, and the single CNN model is adopted
by the two chroma channels. Moreover, models for different
color components are trained independently in the proposed
method.

Four typical QP values are tested, including 22, 27, 32, 37.
The experiments are conducted under HEVC CTC with all
intra (AI), low-delay (LDB), low-delay P (LDP) and random
access (RA) configurations. The anchor for all experiments
is HEVC reference software (HM-16.9) with both deblocking
and SAO enabled. The HEVC test sequences [57] from Class
A to Class E are used, and the total length sequences are
compressed for performance validation. Moreover, the itera-
tion time K is set to be 2.

B. Objective Evaluations

The in depth objective evaluations are conducted in this
subsection from multiple perspectives. The BD-rate reductions
of the proposed single CNN model are shown in the first row
of Table VIII, where it can be observed that 3.0%, 3.9%, 3.7%
and 3.9% bit-rate savings can be achieved for AI, LDB, LDP
and RA configurations, respectively. The performances with
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TABLE VIII

OVERALL PERFORMANCE OF THE PROPOSED MULTIPLE CNN MODEL (N = 1, 2, 4, 6) IN-LOOP FILTERING (ANCHOR: HM-16.9)

TABLE IX

PERFORMANCE OF THE PROPOSED MULTIPLE CNN MODEL (N = 8) IN-LOOP FILTERING (ANCHOR: HM-16.9)

Fig. 8. Performance comparisons for different sequences with N = 8 (Anchor: HM-16.9). (a) BasketballDrill, AI; (b) K imono, AI; (c) Cactus, LDB;
(d) Kristen AndSara, LDB; (e) PartyScene, RA; (f) B QMall, RA; (g) BasketballDrill, RA; (h) Four People, RA.

the increasing of the number of CNN models (N = 2, 4, 6)
are reported in the second to the last rows of Table VIII.
We should note that the performance in Table VIII are the
overall average performance of Class A-E. It is obvious that
with a certain range of N , the coding performance grows with
the increasing number of CNN models, and the performance
becomes saturated when the number of models is larger
than 4. Moreover, the performance of the proposed scheme
(N = 8) with CTU level control for each sequence is shown
in Table IX. In particular, 4.1%, 6.0%, 4.7% and 6.0% bit-
rate reductions on average for luma channel under four differ-
ent coding configurations respectively. Based on Tables VIII
and IX, the effectiveness of the proposed CNN based in-loop
filtering method could be proved. With the growing number
of N , the proposed iterative training method also expresses

the content aware capability to adapt to different content
characteristics. Moreover, more than 10% bit-rate reduction
can be achieved in inter-coding for the sequence Four People.

In Fig. 9, the performance of the proposed scheme as well
as the upper-bound performance are plotted in terms of the
number of CNN models adopted (N). Here, the upper-bound
is achieved by selecting the best model through full R-D
based decision for all models at the encoder side. Under
such circumstance, the best model index is not signaled to
approach the ideal performance that can be obtained when the
discriminative model is 100% accuracy. From this figure we
can observe that the performance of the proposed scheme turns
out to be consistent when N > 6. Moreover, the performance
of the proposed scheme is quite close to the upper-bound per-
formance, which further provides evidence that the Discrimnet
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TABLE X

THE RATE-DISTORTION PERFORMANCE COMPARISON WITH VRCNN [25] AND VDSR [58] IN RA CONFIGURATION (ANCHOR: HM-16.9)

TABLE XI

THE LUMA PERFORMANCE COMPARISON BETWEEN ALF [11] AND PROPOSED METHOD (N = 8) (ANCHOR: HM-16.9)

Fig. 9. Variations of the BD-Rate performance with the number of models.
Dash line: performance of the proposed scheme; solid line: the corresponding
upper-bound performance.

is effective in selecting the appropriate CNN model for in-
loop filtering. The rate-distortion performance comparisons are
also depicted in Fig. 8, which show that the proposed method
achieves good generalization ability and obtains consistent
coding performance under different configurations.

Furthermore, we compare the proposed scheme with other
CNN structures using as in-loop filtering algorithms, including
VRCNN [25] and VDSR [58]. In particular, VRCNN is a five-
layer fully conv. network (FCN) and VDSR is with very deep
FCN intentionally designed for single image super-resolution
(SISR). From Table X, the proposed method achieves 6.0%
coding gain for luma component while the approaches in [25]
and [58] obtain 3.1% and 2.5% BD-rate reduction respectively.
It is clear that our proposed scheme outperforms these two rep-
resentative CNN based algorithms under RA configurations.

In addition, the performance comparison with non-CNN
based in-loop filter approach (such as ALF) is also conducted
to show the effectiveness of the proposed method. Specifically,
we compare the coding performance of ALF and proposed
method in terms of BD-rate reduction. It is worth mentioning
that the simulation platform is HM-16.9 with CTC and the
coding performance of luma channel is reported. From the
Table XI, we could learn that ALF obtains 2.0%, 2.7%, 4.0%
and 3.0% BD-rate reduction for the four different configura-
tions respectively while the proposed multimodel method saves
4.1%, 6.0%, 4.7% and 6.0% BD-rate for each case. Obviously,
the proposed approach outperforms the ALF and achieves
better coding efficiency. To further verify the performance
for both ALF and CNN base loop filter, we conduct another
set of experiments to show that the proposed method could
also achieve 2.9%, 3.7%, 3.8% and 3.6% BD-rate reductions
when ALF is also enabled (we should note that the CNN is
located between SAO and ALF in this category of experiment),
which convinces us that the proposed method is a competitive
coding tool for next generation video coding standard. From
the last four columns of Table XI, we could learn that the
CNN based loop filtering algorithm has the compatibility
with conventional Wiener filter based approach since it also
achieves promising coding gain on the top of ALF.

C. Subjective Evaluations

The subjective comparisons is usually necessary for evalu-
ating the loop filtering algorithms in video coding. In this sub-
section, we further compare the visual quality of reconstructed
frames in Fig. 10 and 11. Two frames from Basketball Drill
and Four People are used for illustration. The frame is also
cropped for better visualization. It is obvious that our proposed
scheme can efficiently remove different kinds of compression
artifacts due to the generalization ability of deep learning



JIA et al.: CONTENT-AWARE CONVOLUTIONAL NEURAL NETWORK FOR IN-LOOP FILTERING 3353

Fig. 10. Visual quality comparison for BasketballDrill with RA configuration, where the 9th frame is shown (QP=37). (a) Original; (b) VRCNN; (c) The
proposed scheme (N = 8).

Fig. 11. Visual quality comparison for Four People with LDB configuration, where the 16th frame is shown (QP=37). (a) Original; (b) VRCNN; (c) The
proposed scheme (N = 8).

based approaches. Moreover, scrupulous observers may find
that the degraded structures during block-based coding can
also be recovered by the proposed scheme, e.g., the texture
of floor and straight-lines. The underlying reason lies in that
our knowledge-based scheme is able to recover the missing
information. Moreover, the proposed network has the capabil-
ity of effectively representing high order information of the
visual signals and reconstructing the missing details, due to
larger parameter quantity and variable receptive field layers.
As such, the frames processed by the proposed scheme have
better visual quality than the state-of-the-art methods by a clear
margin.

D. Complexity

In this subsection, the encoding and decoding complexity as
well as the GPU memory consumption of the proposed scheme
are reported. To evaluate the time complexity of our algorithm,
we test the proposed algorithm with hyper-threading off and
record the encoding and decoding (enc/dec) time. The testing
environment is Intel i7 4770k CPU and the latest version of
Caffe is incroporated [53]. We utilize the NVIDIA GeForce
GTX TITAN X GPU for testing and the GPU-memory is
12 GB. Moveover, the operating system is Windows 10 64-
bit home basic and the memory for the PC is 24 GB. The
HEVC reference software and Caffe are compiled with the
Visual Studio 2013 ultimate version.

When evaluating the coding complexity overhead, the �T
is calculated as,

�T = T � − T

T
, (10)

where T is original enc/dec time of HEVC reference software
(HM-16.9) and T � is the proposed enc/dec time. All of the
complexity evaluations are conducted with GPU acceleration,
such that the forward operation of the CNN filtering and

Discrimnet is operated by GPU, and the remaining operations
are performed by CPU. From Table XII,we can observe that on
average the encoding complexity overhead is 113%, while the
decoding overhead is 11656%. The proposed scheme greatly
influences the decoding time because of the forward operation
in network and CPU-GPU memory copy operation. Moreover,
the fully-connected layer within Discrimnet also imposes great
complexity to the decoding process. The encoding complex-
ity for VDSR [58] and VRCNN [25] is 135% and 110%
respectively while the ALF [11] only increases 4% encod-
ing time with respect to HEVC baseline. And the decoding
complexity for the three methods are 13753%, 4459%, 123%
respectively.

The CNN model storage consumption and run-time GPU
memory bandwidth are also listed in Table XII. The model size
consists of three parts, Discrimnet, multi CNN models of luma
and single model for two chroma channels. It is also worth
noting that the model sizes are identical for AI, LDB, LDP
and RA configurations. Specifically, the size of each CNN
model is 1.38MB while each Discrimnet model is 10.80MB.
The total model size equals (N ×1.38+1.38+1.38+10.8MB)
where N is the model numbers. Hence, it takes 14.94∼20.6MB
to store the trained models for each QP interval. Regarding
VDSR [58] and VRCNN [25], the model size is 2.54MB
and 0.21MB respectively. Since the proposed method has
another Discrimnet for each case, which contains fc. layers for
classification. Hence, the average model size of the proposed
method is larger but still in a reasonable range than the
two existing method. As for GPU memory bandwidth usage,
370∼1428MB run-time GPU memory are needed when N
ranging from 1 to 8. VDSR [58] consumes 1022 MB run-time
GPU resources while that value of VRCNN [25] is 155 MB.
Further optimization can be realized by pruning as well as
decomposing the weight matrixes of the trained deep models
to speed up network forward operation.
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TABLE XII

ENCODING AND DECODING COMPLEXITY AND GPU MEMORY
CONSUMPTION OF THE DIFFERENT IN-LOOP

FILTERING APPROACHES

TABLE XIII

THE IMPACT OF FRAME-LEVEL SYNTAX

Regarding the potential investigations of fast algorithms in
the future work, there are particularly two major approaches
for decreasing the complexity. First, inspired by the recent
advances in neural network inference acceleration [59], [60],
we could deploy the related emerging techniques such as prun-
ing, weights quantization and matrix decomposition to avoid
the float-point operation in our current model, which could
significantly reduce the decoder run-time. Second, the infer-
ence of out trained CNN models relied on the third-party DL
framework. In our future work, we will reduce the overhead
introduced by the interaction between the HEVC codec and
the DL framework. With the two above methods, the run-time
complexity for the decoder is expected to be reduced.

E. Impact of Frame-Level Syntax

In the proposed method, the frame-level flags are used for
each channel. There are two major reasons for introducing
frame-level syntax for CNN based in-loop filtering. First,
we conducted empirical analysis to illustrate the effectiveness
of frame-level syntax. We keep the CTU-level flags the same
as the proposed method and always turn on the frame-level
syntax. The reference is the proposed single model in our
paper. As shown in Table XIII, if the frame-level syntax
is always turned on, the luma channel coding performance
loss will be 0.0%, 0.5%, 0.4% and 0.4% for AI, LDB,
LDP and RA configurations respectively. Moreover, we could
observe that the BD-rate keeps the same for AI configu-
ration. This is because no motion compensation is used in
intra coding hence there is no error propagation for the ill-
filtered frames. However, regarding the inter-coding cases,
the previously coded frames are used as reference frames for
motion compensation. Hence, we need the frame-level flag
mechanism to stop error propagation. From the experimental

results, we could also observe that the frame-level syntax is
more useful and necessary in the motion-compensation based
coding configurations including LDB, LDP and RA. Second,
since the SAO, which is an existing in-loop filtering coding
tool in HEVC, utilizes the frame-level to ensure the coding
efficiency. Similar rules and syntax designation should also be
applied for CNN based in-loop filtering techniques to keep the
design consistency with the coding tools in existing standards.
Hence, the frame-level flag is necessary.

VI. CONCLUSIONS

In this paper, we propose a content-aware CNN based
in-loop filtering algorithm for HEVC. The novelty of this
paper lies in that multiple CNN models are offline trained
and applied in the adaptive in-loop filtering process, and a
discriminative deep neural network is also trained to select the
optimal CNN model. Moreover, we provide the corresponding
quantitative analysis on the design philosophy of our pro-
posed filter network structure. The iterative training scheme
is further proposed to learn the optimal CNN models and
the corresponding content characteristics category for different
content simultaneously. Extensive experimental results demon-
strate that the proposed content-aware CNN based in-loop
filtering algorithm outperforms other DL based approaches,
achieving the state-of-the-art performance under HEVC CTC
configurations.
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